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1. INTRODUCTION

The design of telex exchanges implemented in a Multimaster and
Redundant Processor environment (1, 2, 3) suggests a few comments on
distributed system software. The inadequacy of existing real time
executives (operating system kernels) for multiple processor systems
has led to the design of efficient software/hardware structures and to
the present definitions of necessary primitives.

In designing message electronic exchanges the time requirements are
very demanding. In such applications the general purpose real time
executives are useless because ov rhead times are not specified. This
' 't part rly when synchronization of redundant processors is
' tic ~ communication between processors are

. ive is to take care of these
1ith n overhead times. Time
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from a mere softwape flag to a bit on an interrupt line.

Similarly, mailboxes
to 1nterchange data
rocessors. In the i

should be managed by real time executives so  as
not only between tasks, but also between distinct

llustrated example transfer rates of 30 Kbytes

Per second between Processors are found.

In a multimastep
4 master to alter

2.

environment the real time executive should also allow
a task running on another master.

DISTRIBUTED ARCHITECTURE

In order to discuss the primitives on an example of distributed
architecture we present here the description of a switching system (up
to 4096 lines) implemented with TMR (triple modular redundancy) (1).
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The basic system architecture (TMR central processors and peripheral
processors) can handle comfortably the control and switching of_32
peripheral processors (Fig. 1). A larger system is obtained with

seve€a1 slice processors working in parallel on the same Multimaster
Bus (7). . 4

1

: The functions of the processors shown as an array in Fig. 1, can be
— divided in the following way:

Coordinating Processors and Common Memory M(0,0), M(0,1) and
,2). They execute all clock synchronization, reset a faulty
redundant module and try to recover it; they also take care of a

ecial high speed processor. The special peripheral units
2ical and billing logger, discs, operator's console) are
] to one of the Coordinating Processors.

;2. They execute all
_ processors (N slices
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3. PRIMITIVES

:Ee minimum resources of a real time executive include three types of
jects: tasks, mailboxes and semaphores.

a) The design experience of the telex exchanges suggests that
Semaphores and mailboxes should be definable for the following

attributes in addition to the usual ones:

- INTERNAL OR EXTERNAL, referring to accessibility by distinct
processors connected by datapaths different from a Multimaster Bus
(e.g. redundant processors).

= P.H'_X_V-RTE OR PUBLIC, referring to accessibility by distinct processors
on the same bus (e.g. multimaster architecture).

b) Semaphores should be of a very flexible nature to meet the needs
of efficient real time programming. The attribute INTERRUPT or POLLED
to be assigned by program enables a semaphore to act either as a
processor INTERRUPT or a FLAG and change from one to the other.

c¢) Timing characteristics should be well defined so as to cover
distinct programming necessity, namely rare events that trigger
pPrograms of great priority and frequent events that require very fast
and simple actions with as 1little overhead as possible. Our
experience suggests the definition of additional task attributes:

-~ TIME-EFFICIENT, for tasks with a minimum overhead time but 1little
capacity to save and retrieve parameters.

- RECOVERY-EFFICIENT, for tasks with extensive identification of
parameters and system status but not well defined overhead.

d) Tasks can be managed within a master or triggered through the bus
in her master processors. This leads to the following attribute
'S tion:

within a processor with no
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Semaphores

Semaphores ar
of tasks (5).

jects that feature interesting combinations of attributes
€ ones we have defined.

€ normally used for mutual exclusion and synchronization

The clock Semaphore usually acts as an INTERRUPT to all processors
both through the bus (PUBLIC) and to redundant processors (EXTERNAL).

The synchronization of redundant processors is accomplished using
EXTERNAL semaphores that are POLLED by the tasks running on the three
Coordinating Processors.

Consider the case of an unlikely event that is taken care of by a
Sequence of tasks when it happens: temperature alarms, addressing
error or any external event are possible examples. The event
generates an INTERRUPT which is changed into a FLAG for later polling,
possibly by other masters. This semaphore is essentially EXTERNAL and
can be either PUBLIC or PRIVATE. :

The reset of a discrepant TMR module is based on semaphores that
originate in separate tasks as FLAGS; this causes an INTERRUPT to the
Coordinating Processor of the discrepant module.

Mailboxes

In existing real time executives, mailboxes act as communication links
between tasks running on a single machine (8, 9, 10, 14); they are
said to be PRIVATE and INTERNAL according to our definitions.

pant central processor to
0: a memory dump is to be
tion. This mailbox can
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sogBer or dise; PUBLIC because it ts used by all the slice masters
and therefore has access to the Multimaster Bus. The operator's
console mailbox is another example of EXTERNAL and PUBLIC object.

Tasks

A task is a piece of software that includes its own code, priority
level and data areas. The activation and termination of tasks is the
{ooPonsibility of the executive. The tasks as they are usually
Implemented (8, 9, 10) are RECOVERY EFFICIENT. Moreover, the
activation time is generally not constant, not known to the user and
15 _usually of the order of hundreds of microseconds (4). Only
occasionally are overhead time figures given (13) but then they
concern executives that run on a single processor.

Consider on the other hand a task that polls the status of a line
waiting for a call. This task must be TIME EFFICIENT since it must be
€xecuted once during each character time for all the lines of the
slice. It is of paramount importance that this task be quick since
nearly all the lines of communications systems are idle waiting for a
call. There is no need for data recovery except for 1line
identification. In the 1illustrated example the activation and
execution of this elementary task takes 12 microseconds. The
remaining 80 tasks or so that perform all the steps of the call are
also TIME EFFICIENT tasks because they must be activated in the
shortest possible time. Our executive features an overhead ¢time of
7.5 microseconds for TIME EFFICIENT task activation.

The distinction between PRIVATE and PUBLIC tasks becomes clear if one
considers for example the end of a call. The task that manages the
end of a call for a line must activate the "end of call" task for the
other ltng.Guqﬁungﬁéﬁhaﬁa*ohwahothen slice of the system. Therefore,
the real time operating system must distinguish between PRIVATE and
PUBLIC be« - an ace the Multimaster Bus may have to be

Commc ce, communications




executive could hand ‘
ke R L exale only about half of the mallboxes Iimplamented in

mple. The remalning mailboxes nead elither a
dedicated hardware . s AL
resolution structure. (data paths) or a Multimaster Bus

Table 2 also shows the distribution of semaphores.

These tables show tha

- e objects found In a
distributed t at least one third of the obj

System bear the attributes we are suggesting.
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i TABLE 1 - Distribution of tasks according to their attributes in
3 multimaster angd redundant processor telex exchange

Number Percentage of

of tasks program memory
Time-Efficient and Private Tasks 2 1%
Time-Efficient and Public Tasks 90 35%
Recovery-Efficient and Private Tasks 58 50%
Recovery-Efficient and Public Tasks 13 14%
Total 163 100%

attributes amongst the
f the same telex exchange

~ Percentage of
mailbox area
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dedicated efficie . ;
n of communication system
ReAPE ih g iha t nucleus. 1In the design o

: t a flexible nucleus is inadequate, and that highly
Specialized functions (like TMR voting, excluding and recovery) call
for dedicateq Primitives. It must be stressed that all external
Semaphores and mailboxes need a hardware implementation which is not a
trivial matter. This aspect of real time executive design turns
software and hardware issues impossible to separate. The nucleus of a
distributed real time system is strongly dependent upon the processor
used and the overall architecture. Some processors turn their use in
communications systems very cumbersome (11), mainly due to the absence
of support for real time actions and for parallel processing.

The operation of the switching system requires that all masters have
access to the Common Memory as well as to their own on-board memory.

’ This has two immediate consequences on the design of the real time
eXecutive:

- The executive must implement a memory mapping mechanism to allow

access to both local objects and to objects located in Common Memory
. (PUBLIC/PRIVATE).

- The executive must run on all masters to coordinate all multimaster
interactions.

Moreover, the real time executive of a distributed system must
' distinguish between the type of memory accessed (static memory or
L dynamic memory) because they present different timing characteristics:

- The refresh cycles of dynamic memory steal machine - cycles to the
l normal sequence of accesses.

is therefore not
this aspect in a
the nucleus
' locations to

b



LARRARARARRRA

- .. ; f
?F" )6

]

o

solution of bus conflicts.

Tye Creation and delet
time eXxecutives,
a4 suitable

ion of objects are the responsibility of real
In a single master architecture (B8, 10, 12, 13, 14)
queuing mechanism manages the activation of objects. In a

multimaster architecture the creation and killing of EXTERNAL or
PUBLIC objects in peal time applications is not a trivial matter
bgjau:e hall ¢oncerned masters must be aware of the modification of an
object t

i at will concern them. Let us revisit two examples that will
illustrate these difficulties.

Recall first, the killing of the "communication in progress" PUBLIC
task at the end of a cal]. The line that terminates the call attempts
to kill this task that runs for the other line on another slice
Processor. This killing can only be executed after receiving a
Clearence, for example, from the slice processor responsible for
on-line monitoring of a subscriber.

The next example will illustrate the difficulties encountered when an
EXTERNAL and PUBLIC mailbox is deleted. All slice processors generate
billing information to a mailbox to an output device. Suppose the
receiver of this mailbox is changed from a tape logger to a disk;

before the tape logger mailbox is killed, all masters must acknowledge
the change.

T. CONCLUSION

The main result presented in this paper is a set of definitions of
bjects whose implementation is useful for the design of efficient,

tributed, real time systems. Recovery efficient tasks must be
activated differently from time efficient tasks by the nucleus;

memory area is to be-'aasigned to requesting objects depending on

Multimaster Bus access and memory technology. The implementation of
mailboxes and semaphores includes the design of hardware links and the
] We feel that, although the definition of
S can be general, the nucleus of a real time
dedicated system must be taylored for each particular

gl sne
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